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I- Full Waveform Inversion (FWI) Il - HPC designed SEM46 code

The Full Waveform Inversion (FWI) is a high-resolution seismic imaging technique SEM46 is a seismic modeling and FWI 3D code for crustal exploration (Trinh et al.,
allowing to reconstruct the physical properties of the Earth's subsurface. It is based on 2019).

the iterative minimization of a misfit function related to the distance between observed

and calculated seismic data, over a space of model parameters describing the medium.

The iterative modification of the model parameters is obtained using the gradient of the The discretization is made through ﬁ_nite
misfit function. It is a challenging research topic combining geophysics, applied element (FE) scheme. A.str.uctured cartesgn—
mathematics and high performance computing sides. based hexaedron mesh is implemented with

a variable element-size strategy which can
be used to reduce the numerical cost. The
Cartesian-based mesh also allows to determine
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mesh as usual in standard FE methods.
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Two-level MPI|-based parallelization is implemented:

» one level is designed on Cartesian-based domain decomposition, allowing an efficient
load-balancing thanks to the Cartesian-based mesh
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» one level over seismic sources

The FWI iterative workflow and steps are presented below:
The parallel efficiency has been assessed through strong scalability tests on different HPC
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I1l - Exascale perspective The largest scalability run has been made on BSC/MareNostrum4 machine using 19200
cores (400 nodes) with a mesh of 1280° elements (1.34!! dof).
The goal is to adapt the SEM46 code for having a finer scale granularity for tackling

larger problems and larger HPC systems while improving the fault resilience (in the same

way of COFII' and COMPSs* projects). The gradient computation requires simultaneously to access the incident and an adjoint
wavefields. To store/access the incident wavefield, two possibilities:

Current status of SEM46 code

(a) 1 job controls the whole » The incident field is stored in memory or
workflow (the 5 steps + itera- disk during the forward simulation, and
tions) for all seismic sources and read during the adjoint simulation
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Several points of vigilance: increase of |O level and errors management.

Applications (a) and (b) show a successful 3D FWI and a 3D forward modeling,
respectively. For the latter, the FWI is currently challenging in terms of computional

cost. Reaching 3D reconstruction of such kind of big model is one example of what we

L https://github.com /ChevronETC/Schedulers.jl
2 https://github.com /bsc-wdc/compss

could benefit from exascale computing.
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